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How ”Tiny” Can We See?

From humans eyes to analytical 
instruments, we are all limited to 
how small objects we can see.

For cells, we can easily observed 
under a light microscope and with 
more detailed information using 
electron microscopes.

To see objects at atomic 
resolution, so far, we know X-ray 
crystallography, transmission 
electron microscopy, and NMR 
spectroscopy can enable such 
high resolution imaging.

This course will selectively 
focuses on these three 
methodologies that enable vast 
protein structure-function studies 
so far.



Electron Microscopy in Biology

(UMass Med, EM Facility)

Transmission electron microscopy (TEM)
1) section of specimen
2) 2-D projection images

Scanning electron microscopy (TEM)
1) usually entire 3-D objects
2) surface tomographic pictures



Travel passage of electron beams



Microscopy

Cryo-EM

Dimensions of biological objects. 
Using the thumb for example, when 
we keep zooming-in, the dimension 
to see things becomes smaller and 
smaller:

20 mm: thumb
2 mm: fingerprint
0.2 mm: skin tissues
20 µm: skin cells
2 µm: organelles
0.2 µm: protein networks
20 nm: protein tertiary/quaternary 
structure
2 nm: single protein molecule
0.2 nm (or 2 Å): covalent bonds
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principles initially, followed by a projec-
tion-matching approach using multiple 
references. A major advance in cryo-EM 
image analysis was the implementation of 
maximum-likelihood (ML) approaches, 
first introduced by Fred Sigworth25. In this 
ML implementation, an experimental image 
is assigned not a single relative orientation 
based on a similarity criterion, but rather a 
set of probabilities to be in any orientation. 
Such methods have been demonstrated 
to robustly handle noise-ridden cryo-EM 
images. ML approaches for unsupervised 
classification of particle images have since 
been implemented to simultaneously deter-
mine coexisting states in the sample. Though 
computationally demanding, the ability to 
identify and characterize multiple struc-
tural states provides invaluable insight into 
macromolecular dynamics. Today, packag-
es such as Frealign and Xmipp incorporate 
ML principles. RELION26, a software tool 
developed by Scheres, has gained world-
wide attention for its capacity to deal with 
heterogeneous samples and for its very user-
friendly interface that has made single-par-
ticle image analysis accessible to a broader 
user  community.

A new era: more, better and faster
The 3D-EM field has evolved very dra-
matically since its first application to the T4 
bacteriophage tail1. New instrumentation 
and image-processing methods have been 
developed, and throughput has increased 
with the advent of automation in data col-
lection and analysis. In the decade between 
the first reported cryo-EM virus structures 
breaking the nanometer barrier and the first 
de novo tracing of a viral capsid, the field 
strengthened, the number of labs using cryo-
EM grew and the achievable resolution was 

Heel17 is a real-space implementation of this 
common lines principle. This method does 
not require specimen tilting, but it does not 
define the handedness of the object.

These different image-analysis method-
ologies have been implemented in software 
packages that are broadly used by the EM 
community, such as Spider18 and Imagic19. 
EMAN20 and latter EMAN2 (ref. 21) were 
developed by Wah Chiu and Steve Ludtke 
with the purpose of making image process-
ing more easily accessible to non-experts. 
Frealign22, developed by Niko Grigorieff, 
focuses on 3D refinement (the process by 
which the reference density is iteratively 
improved together with the assignment of 
relative angles for the experimental images, 
leading to improve resolution) and incor-
porated a very successful correction of the 
contrast transfer function of the microscope 
(the effect of the optical system on the image 
as a function of spatial frequency) into the 
reconstruction procedure. SPARX23 was 
created by Penczek, Glaeser, Paul Adams 
and Ludtke as an environment for end 
users, both in X-ray crystallography and in 
cryo-EM, using a graphical programming 
approach. Xmipp24, developed by Jose María 
Carazo, Sjors Scheres and colleagues, used 
an X-windows interface and was created 
with an emphasis on modularity of image-
analysis protocols and the description of 
structural heterogeneity.

Because cryo-EM is a single-particle tech-
nique, cryo-EM samples often present the 
additional challenge of conformational or 
compositional heterogeneity, a major rea-
son why high resolution may not be easily 
achieved. Analysis of heterogeneous samples 
requires classification of the particle images 
into structurally homogeneous subsets. This 
task can be done using  geometry-based 

define the relative orientations of the 2D 
projection images in order to produce a 3D 
reconstruction. The two major challenges in 
this endeavor concern the noisy character of 
the images and the need to computationally 
identify their relative orientations. In order 
to minimize radiation damage to the sam-
ple, very low electron doses are used during 
cryo-EM data collection (~20–40 electrons/
Å2). To gain signal, tens to hundreds of thou-
sands of images of single particles need to be 
averaged (and before the new detector tech-
nology was available, this number was in the 
millions). Several computational methods 
have been developed to identify the relative 
orientations of the single-particle projection 
images.

One of these methods is the “projection 
matching” approach developed by Frank 
and Pawel Penczek14. In projection match-
ing, each experimental particle image is 
compared with computationally generated 
views of a 3D reference that resembles the 
true structure, and angles are assigned based 
on a cross-correlation criterion. Initial refer-
ence structures may need to be determined 
de novo from EM images, using geometry-
based approaches (in which two or more 
images of the same area of the specimen at 
different tilt angles are collected) that are 
generally considered robust and that provide 
information on the handedness of the struc-
ture. Among such approaches is the random 
conical tilt reconstruction method devel-
oped by Frank and Michael Radermacher15. 
As an alternative to geometry-based meth-
ods, the relative orientation between particle 
images can be analytically determined using 
the fact that each pair of 2D projections 
shares a ‘common line’ in the 3D Fourier 
transform16. The popular angular recon-
stitution method developed by Marin van 
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Figure 2 | Timeline of key contributions to the field of 3D electron microscopy highlighted in this Commentary.

Milestones: Timeline

(Eva Nogales, Nat Methods, 2016)



Making Structural Biology Possible

(Cressey & Callaway, Nature, 2017)

2017: Cryo-Electron Microscopy 
(cryo-EM)

Cryo-EM: Method of the Year 2015



Only 2-D projections are recorded (x,y)!!

e-

Crystals

Images



Milestones: 3-D Reconstruction

(Amos et al, Prog Biophys Mol Biol, 1983)

Principle

At that stage, having come into structural biology through
X-ray diffraction in which all the phases of the Fourier
components, as observed through Bragg diffraction from the
crystal lattice, had to be determined indirectly, I also thought
that electron diffraction was intrinsically more promising than
electron microscopy because the elegant simplicity of record-
ing electron diffraction patterns compared favourably with
the multiple difficulties of recording good images. We there-
fore spent several years trying to extend the resolution of the
bacteriorhodopsin structure using a number of diffraction-
based approaches. Figure 3 summarises the different ideas we
tried. Tom Ceska tried to make heavy atom derivatives.[10]

Joyce Baldwin and Michael Rossmann tried molecular
replacement.[11, 12] David Agard tried to extend the phases
using a multi-parameter model building approach (unpub-
lished). Although all of these approaches gave hints of success
that were encouraging at times, none of them were powerful
enough to give phases that resulted in convincing maps that
were interpretable much beyond the resolution obtained in
1975. It was not until Tzyy-Wen Jeng and Wah Chiu
demonstrated, in a collaboration with Fritz Zemlin,[13] that
images showing clearly visible diffraction spots at 3.9 ä
resolution could be obtained from thin 3D crystals of

rattlesnake venom crotoxin using an electron microscope in
Berlin with a liquid-helium superconducting objective lens,
that I became convinced electron cryomicroscopy could
produce high quality images. We therefore embarked, as
a last resort, on using electron cryomicroscopy for high-
resolution phase determination (see Figure 4). In earlier
years, Bob Glaeser�s group had shown that freezing thin 3D
crystals of catalase could produce good electron diffraction
patterns and images[14, 15] and that there was a benefit in terms
of reduced radiation damage,[16] but I had been unconvinced
by earlier attempts to show that electron cryomicroscope
images of purple membrane contained high-resolution infor-
mation.[17]

The change of emphasis from diffraction to imaging
proved to be very challenging. I began with a visit to Jacques
Dubochet�s laboratory at the European Molecular Biology
Laboratory (EMBL) in Heidelberg in 1984 working with Jean
Lepault to record images on their hybrid Zeiss/Siemens
microscope with the same design of superconducting liquid-
helium objective lens as on the Berlin microscope. We spent
a week with that home-constructed microscope, which turned
out to be very unreliable. Fortunately, we managed to obtain
just one image that showed diffraction beyond 4 ä resolution,
although because of the difficulty of alignment and the short
mean time between failures, that image had over 5000 ä of
astigmatism. We did not pursue further imaging at EMBL.
Nevertheless, that was the first image that allowed us to begin
developing procedures for the computer-based processing of

Figure 1. The first projection structure at 7 ä resolution of the purple
membrane calculated in October 1974 using 36 reflections obtained by
room-temperature electron diffraction and imaging of glucose-embed-
ded 2D crystals of bacteriorhodopsin.[7]

Figure 2. The structure of bacteriorhodopsin at 7 ä resolution in 3D
from 18 images and 15 diffraction patterns. The collage shows
(a) freeze-fracture picture from Walther Stoeckenius, (b) electron dif-
fraction pattern obtained much later using a phosphor/fibre-optics/
CCD camera, (c) the 1975 balsawood model of a single bacterio-
rhodopsin molecule.[8]

Angewandte
ChemieNobel Lectures

10805Angew. Chem. Int. Ed. 2018, 57, 10804 – 10825 ⌫ 2018 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim

First Report (7 Å, 1974)

(Unwin & Henderson, J Mol Biol, 1975)



Milestones: 3-D Reconstruction

Aquaporin (1.9 Å)
(Gonen et al, Nature, 2005)

Higher Resolution (~2Å) and Bigger Molecules/Complexes

b-Galactosidase (1.5 Å)
(Bartesaghi et al, Structure, 2018)

Mitochondrial Complex I (4.2 Å)
(Zhu et al, Nature, 2016)



October surprise: 1.22/1.25 Å (apoferritin)
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Finally, we calculated reconstructions for each of the 434 camera 
frames that were acquired per exposure and were able to follow the 
dose-dependent evolution of the cryo-EM density with an unprec-
edented resolution of 0.1 electrons (e−) per Å2 (Supplementary Video 4). 
Following the initial dose of 1.5 e− Å−2, the resolution of the single-frame 
reconstructions extended to 1.7 Å and remained better than 2 Å up 
to an accumulated dose of 11.5 e− Å−2. However, the first few recon-
structions were of relatively poor quality, probably because initial 
beam-induced motions were not modelled adequately. As radiation 
damage is minimal in the earliest frames, further improvements in 
beam-induced motion correction, possibly by considering particle 
rotations and height changes28, may therefore extend the attainable 
resolution even further.

Outlook
The three developments in electron microscopy hardware described in 
this paper provide a step-change in the resolution that can be achieved 
using single-particle cryo-EM. Using apoferritin, we have shown that 
these developments allow the determination of the structure of a pro-
tein to true atomic resolution, as per the Sheldrick criterion29,30. The 
improved energy spread of the CFEG is crucial for extending resolu-
tions to better than 1.5 Å, consistent with similar observations made 
with the JEOL CFEG10. There are two alternatives to the CFEG strategy 
to improve the CTF envelope function at atomic resolution. First, one 
could use objective lenses with a lower chromatic aberration, which 
are common in material science, although their narrow gap polepieces 
would limit the amount by which the sample could be tilted. Second, 
one could reduce the energy spread by using a monochromator31. The 
disadvantage of this strategy would be a considerably more compli-
cated experimental setup.

Our results for the GABAAR illustrate how the new technology can 
improve cryo-EM structures at lower resolutions, beyond the highly 
stable test samples that are represented by apoferritin. Although vari-
ations between microscopes and grids can complicate direct com-
parisons of B-factors, our results for the GABAAR suggest that the 

Falcon-4 camera in combination with the new filter provides the best 
image quality (Fig. 2a). At this stage, it is unclear whether the removal 
of inelastically scattered electrons from our thin samples alone would 
be enough to account for this improvement, or whether other effects—
for example, increased amplitude contrast32—are also involved. In the 
future, it will also be of interest to explore whether, instead of removing 
them, inelastically scattered electrons could still be used to add to the 
signal in a chromatic-aberration-corrected microscope33,34.

The increased SNR of cryo-EM images enabled by the technology 
described here will expand the applicability of both single-particle 
analysis and electron tomography to more difficult samples, including 
membrane proteins in lipid bilayers, small proteins and structurally het-
erogeneous macromolecular complexes. Moreover, higher-resolution 
reconstructions will allow improved visualization of hydrogen-bonding 
networks, ordered waters and alternative side-chain conformations, 
which will further our understanding of protein function and facilitate 
cryo-EM fragment-based drug discovery.

Online content
Any methods, additional references, Nature Research reporting sum-
maries, source data, extended data, supplementary information, 
acknowledgements, peer review information; details of author con-
tributions and competing interests; and statements of data and code 
availability are available at https://doi.org/10.1038/s41586-020-2829-0.
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Fig. 3 | Apoferritin reconstruction. a, B-factor plots for reconstructions 
using: high-order aberration (+aberr) and Ewald sphere correction (+Ewald; 
orange); high-order aberration correction only (blue); and no correction 
(grey). B-factors estimated from the slopes of fitted straight lines are shown in 
the same colours. Numbers in parentheses and error bars represent estimated 
and sample s.d.s from sevenfold random resampling, respectively. b–d, 
Densities from the 1.22 Å map (blue) for M100 (b), F51 (c) and L175 (d). e, 
Hydrogen-bonding network around Y32 and water-302 is visible in the 
difference map (green, positive; orange, negative). f, The α-helix 
hydrogen-bonding network involving residues 21NRQIN25, shown as in e.
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invaluable insights into binding pockets for the design of specific 
drugs17,18. In the case of cryo-EM density maps, features that deviate 
from perfect geometry can either reflect true changes or be caused 
by image processing errors and/or optical aberrations. Whereas a 
certain deviation from perfect geometry is allowed, a good-quality 
high-resolution cryo-EM map should allow the modelling of proteins 
with no overall systematic deviations from normal chemical structure 
and allow the refinement of atomic models against the experimental 
map in an unconstrained fashion. Other quality estimators are the 
abundance of ordered solvent, which can be modelled at a given reso-
lution, and the coordination distances of ordered solvent molecules 
from the protein.

To assess map quality, independent of resolution differences, we 
compared a 1.55 Å-resolution structure from a random subset of the 
data acquired in our instrument, with the highest-resolution apofer-
ritin structure at 1.54 Å (Extended Data Fig. 6). Notably, to achieve 
this resolution in our microscope, only about 22,000 particle images 
were required; this number can be recorded in less than 2 h with the 
current speed of data collection of our microscope (100 videos per 
hour, Extended Data Fig. 7). This is roughly 5.5 times fewer particles 
than those required to achieve the 1.54 Å structure using the Jeol micro-
scope3. Even though the nominal resolution is comparable, we were 
able to reliably model 1,750 more water molecules in our unsharp-
ened map, applying the same modelling procedures (Extended Data 
Fig. 6). This significant difference can be attributed to the improved 
optical quality of the Titan Mono-BCOR microscope. Whereas no 
beam-tilt-induced coma is present in our data and no beam-tilt soft-
ware correction was applied to calculate our map, a substantial amount 
of beam tilt was present in the data recorded in the Jeol CryoARM 
microscope because of some instabilities of the cold field emitter 
after flashing. The latest developments in the Relion software19,20 allow 
the a posteriori computational correction of beam-tilt induced coma 
and even higher-order aberrations. However, neither the accuracy 
nor the validity of applying these corrections has been evaluated 
quantitatively.

By applying higher-order aberration correction in Relion 3.1 to the 
full dataset, we were able to improve the nominal resolution to 1.15 Å. 
However, after model building and refinement we refrained from using 
the 1.15 Å-resolution map for further analysis because of quality issues 

observed in the refined model. The 1.15 Å structure revealed no data 
in the highest-resolution shells and no additional structural detail 
that would support the model, illustrating that reported FSC-based 
resolution claims can potentially be affected by image processing. 
One possible explanation for the discrepancy between nominal and 
true resolution might be that some optical aberrations, such as coma, 
potentially lead to systematic errors that cannot be detected by the 
FSC and may result in overestimation of resolution21. The map at 1.33 Å 
resolution, for which no corrections other than those for defocus and 
for astigmatism were performed, behaved best during model refine-
ment. It also provided the best crystallographic R values and the best 
bond geometries (Extended Data Table 1).

Expected improvements with new EM hardware
For samples with perfect biochemical quality and stability, the res-
olution and quality of the 3D density map depend on the electron 
microscope hardware; we have shown here that atomic resolution 
can be attained. For the vast majority of macromolecular complexes, 
improvements in resolution will also depend strongly on improvements 
in biochemical sample quality and on image classification tools that 
can handle continuous conformational motion in the data. Even though 
it is possible to obtain 1.5 Å resolution with only 22,000 particles, the 
required particle numbers can be several orders of magnitudes higher 
for non-symmetric and more dynamic complexes. For asymmetric 
particles with ten conformational states that need to be computation-
ally sorted, the acquisition of an unrealistic number (more than five 
million) of particles would be required using the Titan Mono-BCOR 
microscope. Further improvements in image recording speed by faster 
cameras and optimized data acquisition schemes will contribute sub-
stantially to the achievement of such goals in the future. Realistically, 
high-throughput cryo-EM structure determination at resolutions that 
allow the visualization of individual atoms and hydrogens is not likely 
to be possible in the near future. However, if resolutions in the 1.5–2 Å 
range are sufficient, a microscope such as that presented here can 
be powerful enough to determine even several structures a day for a 
biochemically well-behaved and symmetric macromolecular complex. 
At slightly lower resolution aims, the microscope itself becomes an 
increasingly non-decisive factor and in the 3–3.5 Å-resolution range, 
any currently available microscope with a direct electron detector can 
be used because the required particle numbers can be recorded within 
a reasonable time (Fig. 2a). At very high resolution, each electron micro-
scope does have strict limits in its capabilities because of the exponen-
tial nature of the required particle numbers once the optical limits of the 
respective system are reached (Fig. 2b, c). Our current microscope has 
an experimental B-factor of 36 Å2 (without software-based aberration 
correction), which makes it almost impossible to obtain a resolution 
better than 1.2 Å even for a perfect sample. Further improvements 
in electron microscope hardware are therefore essential if we are to 
get closer to, or eventually break, the 1 Å resolution barrier. This work 
represents a substantial step forward in this direction, as it provides 
the structure of apoferritin at an extremely high resolution that allows 
its atomic details to be investigated.

To reach true atomic resolution on a more regular basis for more 
challenging complexes will also require improvements in grid prepara-
tion, image classification software and microscope hardware. These 
improvements in all aspects of cryo-EM technologies can be expected to 
become available within the near future. For instance, next-generation 
electron microscopes, detectors and energy filters have the potential 
to make a substantial contribution to further improved microscope 
performance, reaching B-factors that would allow atomic-resolution 
structure determination (B < 30 Å2) with lower demands on particle 
statistics. This would enable structures to be determined at atomic 
resolution more frequently for many more macromolecular complexes, 
improving our understanding of the catalytic mechanisms of proteins 

Tyr32 Trp93 Leu82

Fig. 3 | True atomic resolution. Visualization of individual atoms and 
hydrogens at 1.25 Å resolution. Three apoferritin residues are shown at high 
(red mesh) and low (grey mesh) density thresholds. The true atomic resolution 
of our map is shown in the first row by the clear separation of individual C, N and 
O atoms at high thresholds. The second row shows density that agrees with 
hydrogen atom positions in all parts of the individual amino acid side chains. A 
ball and stick representation for the hydrogen atoms (black) is included in the 
atomic model. Similar visibility of density for hydrogen atoms requires about 
1 Å or better resolution in X-ray crystallographic structures (Extended Data 
Fig. 3). The third row shows close-up views of the three amino acids using both 
density thresholds simultaneously.

(Nakane et al, 2020, Nature) (Yip et al, 2020, Nature)



Single-Particle Analysis (SPA)

Samples

(Bai et al, eLife, 2013)

No Need of Protein Crystals!
Cryo-EM applications in protein 
structural biology:

1) Single particle analysis:
(no need to generate protein crystals)

a. Prepare purified protein samples and 
freeze them.

b. Take electron micrographs of isolated 
protein particles.

c. Collect several of “identical” images 
and add altogether to enhance the 
signal of the objects (darker area).

d. Then place amino acid models in the 
electron density.



Microelectron Diffraction (MicroED) & 
Electron Crystallography

Samples
2-D or micro-
crystals

(Martynowycz & Gonen, Curr Opin Colloid Interf Sci, 2018)

Cryo-EM applications in protein 
structural biology:

2) Microelectron diffraction:
(need to generate protein crystals, but 
much smaller than that for X-ray 
crystallography)

a. Prepare purified protein samples, 
crystallize and and freeze them.

b. Take electron micrographs of protein 
crystals and diffraction images.

c. Use diffractions to establish the 
amplitude information and images to 
find the phase information, then 
calculate the structural factors to 
generate the electron clouds for the 
target proteins.

d. Model building like that in X-ray 
crystallography.



Cryo-Electron Tomography (cryo-ET)

(Koning et al, Ann Anat, 2018)

Samples

Cryo-EM applications in protein 
structural biology:

3) Electron tomography:
(suitable for large protein-protein 
network, organelles, subcellular 
structures)

a. Prepare purified/ homogenous 
samples and freeze them.

b. Take electron micrographs of isolated 
protein particles at different angles 
almost at the same time.

c. Reconstruct the 3-D images 
instantaneously.



Electron beam

f(x) f(x)F(X)

If   F(X)=FT[f(x)],  then  f(x)=IFT[F(X)], where FT=Fourier transform & IFT=Inverse Fourier transform.
Note: important in X-ray crystallography and 3D reconstruction algorisms.

Optical & X-ray Diffractions

Schematic diagrams to illustrate the optical difference 
between X-ray crystallography (bottom) and electron/light 
microscopy (top):

Microscopy (top):
When a periodic object is subjected to laser or electron 
beams, the diffracted beam (information in reciprocal 
space, i.e., FT product) is processed by a physical len
which then converts the information back to image in real 
space, i.e., IFT.

X-ray (bottom):
The information of the periodic object is only collected on 
the diffraction plane, because of lack of X-ray lens. To 
generate the real image back, it requires algorithms to 
process such IFT operation as would be done in 
microscopy.



Optical & X-ray Diffractions

Schematic diagrams to illustrate the instrumental difference between X-ray crystallography (left) and cryo-electron microscopy (right)



Optics

Molecular Biology of the Cell v5

Anatomy of light and electron microscopes

Light microscope:
1) bright-field
2) fluorescence
3) UV

Electron microscope:
1) transmission (TEM)
2) scanning (SEM)
3) scanning/transmissi

on (STEM)

Usually made of 
glass/quartz 

Made of electric 
magnets



Why do we need to know optics?

Rodenburg 2004Agar, p.35

Why Do You Need to Know Electron Optics?
Ideal instrument Real instrument



Rodenburg 2004Agar, p.35

Why Do You Need to Know Electron Optics?
Ideal instrument Real instrument

• Thermionic Emission Gun
Electrons are emitted from the heated 
filament.

� Lanthanum Hexaboride�LaB6�Single 
crystal��1900K

� Hairpin Tungsten�W�filament��2600K

• Field Emission Gun
Electrons are extracted from the W emitter 
tip surface by the high electric field �
10V/nm.  

‣ Cold cathode type�room temperature
‣ Schottky type�~1800K

Electron Gun

From Masa @JEOL

Electron Gun

• Thermionic Emission Gun
§ Electrons are emitted from the heated filament.
§ Lanthanum Hexaboride (LaB6) Single crystal: ~1900K
§ Hairpin Tungsten (W) filament: ~2600K

• Field Emission Gun (high coherency)
§ Electrons are extracted from the W emitter tip surface 

by the high electric field ~10V/nm.
§ Cold cathode type: room temperature
§ Schottky type: ~1800K

Camera and 
Viewing System



Rodenburg 2004Agar, p.35

Why Do You Need to Know Electron Optics?
Ideal instrument Real instrument

Phosphor Screen or Digital Detectors

Camera and 
Viewing System

Digital Detectors

http://www.gatan.com/files/K2/M_A_article_Sept_2013_cryo_em_cameras.pdf



Low-Dose ImagingLow-dose Imaging

• Search Mode: Low mag, low dose rate 10-3 e/Å2/sec
• Focus Mode: High dose in an adjacent area at chosen magnification
• Photo Mode: Defocus at the desirable value for an anticipated resolution. Use a 

total dose of ~20-50 e/Å2

Grassucci … Frank. Nat Protoc 2008;3(2):330–339 

Defocus will be an important factor to determine the image quality.



Imaging: Parameters to Consider

• Dose rate: “low-dose” mode

(Grant & Grigorieff, eLife, 2015)



Cryo-EM Workflow
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complex (OMC, encoded by the conjugative pKM101 plasmid) 
was solved with a resolution of 15 Å. This 1.1 MDa structure, 
which spans both the outer and inner membrane, is made of 14 
copies of VirB7, VirB9, and VirB10 proteins (Fig. 2a) [12]. 
Further, the resolution of the same core OMC was improved to 
12.4 Å, which provided further details on the structural organisa-
tion of the proteins that form this complex (Fig. 2b) [13]. Recently, 
the almost complete full structure of the T4SS (VirB3–VirB10) 
encoded by the conjugative R388 plasmid was solved by negative 
staining (NS). This remarkable structure provided the first view of 
both the outer and the bipartite inner-membrane complex (IMC) 
and how these are linked by a structure called stalk (Fig. 2c) [14].

This review might not be complete from the point of view of a 
specialist and it might not provide sufficient mathematical back-
ground for the reader. However, we will try to give a general 

Fig. 1 Workflow of EM structural analysis. In green is the experimental part of 
structural analysis. The computational part is shown in light and dark blue; the 
initial steps of processing are shown in light blue. They include image frame 
alignment, CTF correction, normalisation, and filtering. The subsequent steps—
alignment, statistical analysis, determination of particle orientations, and initial 
three-dimensional reconstruction (3D)—are shown in dark blue. The final step 
(light purple) is the interpretation of the maps obtained

Cryo Electron Microscopy

(Costa et al, Meth Mol Biol, 2017)
(Dörr, Nat Meth, 2016)
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For decades X-ray crystallography reigned as the 
dominant technique for obtaining high-resolution 
information about macromolecular structure. 
Single-particle cryo-EM was traditionally used 
to provide insights into the morphology of large 
protein complexes that resisted crystallization, 
albeit at substantially lower resolutions than 
crystallography. Though the overall strategy has 
not changed appreciably over the years, very recent 
technological advances in sample preparation, 
computation and especially instrumentation are 
now allowing researchers to use cryo-EM to solve 
near-atomic-resolution macromolecular structures. 

The first step: sample preparation
A cryo-EM experiment begins with a purified pro-
tein sample. The protein solution is applied to a spe-
cial sample grid consisting of tiny holes in a film 
(conventionally made of amorphous carbon) sup-
ported by a metal frame. Ideally the protein parti-
cles distribute evenly within the grid holes in a vari-
ety of orientations. The grid is then plunged into a 
cryogen such as liquid ethane, flash-freezing it and 
trapping the particles in a thin film of vitreous ice. 
In addition to capturing the protein structure at 
the moment of freezing, this process protects the 
sample to some degree from radiation damage and 
prevents evaporation of buffer in the high-vacuum 
conditions of a transmission electron microscope.

Researchers have explored various ways to 
improve sample preparation, including optimizing 
protocols for purifying fragile protein complexes, 
automating the preparation of sample grids and 
improving the grids themselves. Such seemingly 
incremental optimizations can together have a large 
impact on the success of a cryo-EM experiment.

From 2D images to 3D model
The moniker ‘single-particle’ cryo-EM comes from 
the fact that 2D electron micrographs are snapped of individual 
protein particles on the sample grid. Because very low elec-
tron doses must be used in order to avoid damaging radiation-
sensitive samples, such 2D projections are too noisy to allow 
structures to be resolved in atomic detail. The signals can be 
improved, however, by averaging of a large number of individual 
particles.

Particles are often frozen in random orientations on the sam-
ple grid, so averaging is not a straightforward process. This is 
beneficial, however, because many different 2D views of a pro-
tein are needed to reconstruct its 3D structure. Sophisticated 
image-processing methods are used to align the images and 
merge the data. Next, an initial 3D map is constructed. This map 

is iteratively refined and validated using dedicated 
software tools. Finally, the protein sequence is fitted 
into the 3D map to build a 3D model of the protein.

In the past, millions of individual particle images 
were required to solve a high-resolution structure. 
Now, however, the development of highly sensitive, 
direct-detection cameras is making it possible for 
structures to be solved from far fewer particle images, 
helping to save both time and precious samples while 
also  providing higher resolution. 

The dawn of direct detectors
In the early days of cryo-EM, the 2D particle images 
were recorded on photographic film. Film provided 
relatively high resolution but in practice was tedious 
to use. Many researchers in the field thus switched to 
charge-coupled device (CCD) cameras for the conve-
nience of a digital readout, but the resolution achiev-
able with such cameras was relatively poor.

The recent development and commercialization of 
direct-detection cameras have been major advances 
for cryo-EM. Whereas CCD cameras convert elec-
trons into photons in order to record images, direct 
detectors do just what their name suggests: they 
detect the electrons directly. This allows particle 
images to be collected with much greater sensitivity 
than with a CCD camera. 

Direct detectors are also fast, which allows images 
to be recorded in ‘movie’ mode. Exploiting this ability, 
researchers have devised methods to correct for the 
image blurring that occurs as a result of tiny electron 
beam–induced movements of samples during imag-
ing. This new mode of data collection has been key 
for obtaining near-atomic-resolution information.

Heterogeneity: a blessing and a curse
Whereas crystallization typically locks a protein 
into its most stable orientation, proteins in cryo-EM 
samples are free to move around until the moment of 

flash-freezing. Because cryo-EM is a single-particle technique, 
such conformational transitions can be captured and studied, 
and ultimately lead to deeper biological insights about protein 
function and mechanism.

However, such conformational heterogeneity can also 
make high-resolution 3D reconstruction a major challenge. 
Computational algorithms have come a long way in enabling 
heterogeneous data sets to be classified into structurally homo-
geneous subsets, but there is still much room for improvement.
Allison Doerr
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Single-particle cryo-electron microscopy
 A brief overview of how to solve a macromolecular structure using single-particle cryo-electron microscopy (cryo-EM).
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How do we start? 4 aspects.



Bottlenecks



Protein Sample Quality

(Abeyrathne & Grigorieff, PLOS ONE, 2017)

Silver staining
So what kind of sample quality do we 
need to do cryo-EM?

Use single-particle analysis as 
example:

a. It needs to be as pure as that used 
for crystallization.

b. No need of mg quantity of protein 
yields. In general, when one can 
see a clean and sharp protein 
bands by silver staining, it’s 
sufficient enough.

Note: After running an SDS-PAGE gels, 
proteins can be stained in many ways. 
Common staining is done with 
Coomassie blue dye, but its sensitivity 
is limited to µg-mg proteins. Silver 
staining however can detect protein 
quantity at as low as ng.

(But no need to purify several mg proteins!)



Protein Sample Quality
(Functionally characterized)

(Qu et al, Cell, 2018)



EM Samples: Negative Staining

• Principle:
• Embedding objects in a layer of heavy-metal salts 

that surround the proteins like a shell.

• Shape of objects are visible in contrast to the 
optically opaque stains.

• Benefits:

• Small amount of proteins (0.01 mg/mL)

• Easy and quick (preparation and imaging)

• No need of high-end microscope; diagnostic

• Downsides:

• Low resolution (e.g., high noise from stains)

• Artifacts (lack of hydration)

electron beams

(Brenner & Horne, BBA, 1959)



The protein solution is spread on a  very thin carbon film perforated with small 1 
µm diameter holes. The sample is rapidly frozen in liquid ethane to form vitreous 
ice (water molecules frozen randomly, not in an ice lattice).  This fixes the 
molecule,  prevents water evaporation, and helps protect the protein from 
radiation damage - even if bonds are broken, the atoms are fixed in place.

http://faculty.washington.edu/lw32/cryoem_home.php

Preparation of cryo-EM Grids



Preparation of cryo-EM Grids
Sample Freezing with a Plunger

II. Cryo-EM grids preparation: Freezing by liquid ethane

Setup of liquid ethane

• Liquid ethane is a suitable coolant.
• Liquid nitrogen boils on contact, which makes it a poor coolant for cryo-EM.
• Cooling speed faster than 105-106 K/s ensure the formation of vitrified ice.

Different forms of ice contamination
(Image from Wen Jiang)

Jacques Dubochet et al., 1988

Cooling speed & 
forms of iceLiquid ethane

(Liquid N2 boils 
on contact)

Cooling speed
v.s.

Ice forms

Ice contamination

(Dubochet et al, Q Rev Biophys, 1988)

When preparing for cryo-EM samples, one important factor is to avoid formation of crystalline ice (right panel). Formation and size of crystal ices is 
directly associated with the cooling speed (middle panel). The process to avoid big crystal ice and freeze samples with <1nm ice crystals is call 
vitrification, and the ice is called vitreous ice. To achieve in cryo-EM sample preparation, we use a quick-freezing device (plunger) and freeze the 
sample in liquid ethane at -183°C.
Note: Liquid nitrogen, while colder than ethane, is not good, because it boils samples first and causes easy formation of big crystalline ice.
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complex (OMC, encoded by the conjugative pKM101 plasmid) 
was solved with a resolution of 15 Å. This 1.1 MDa structure, 
which spans both the outer and inner membrane, is made of 14 
copies of VirB7, VirB9, and VirB10 proteins (Fig. 2a) [12]. 
Further, the resolution of the same core OMC was improved to 
12.4 Å, which provided further details on the structural organisa-
tion of the proteins that form this complex (Fig. 2b) [13]. Recently, 
the almost complete full structure of the T4SS (VirB3–VirB10) 
encoded by the conjugative R388 plasmid was solved by negative 
staining (NS). This remarkable structure provided the first view of 
both the outer and the bipartite inner-membrane complex (IMC) 
and how these are linked by a structure called stalk (Fig. 2c) [14].

This review might not be complete from the point of view of a 
specialist and it might not provide sufficient mathematical back-
ground for the reader. However, we will try to give a general 

Fig. 1 Workflow of EM structural analysis. In green is the experimental part of 
structural analysis. The computational part is shown in light and dark blue; the 
initial steps of processing are shown in light blue. They include image frame 
alignment, CTF correction, normalisation, and filtering. The subsequent steps—
alignment, statistical analysis, determination of particle orientations, and initial 
three-dimensional reconstruction (3D)—are shown in dark blue. The final step 
(light purple) is the interpretation of the maps obtained

Cryo Electron Microscopy

(Costa et al, Meth Mol Biol, 2017)
(Dörr, Nat Meth, 2016)
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For decades X-ray crystallography reigned as the 
dominant technique for obtaining high-resolution 
information about macromolecular structure. 
Single-particle cryo-EM was traditionally used 
to provide insights into the morphology of large 
protein complexes that resisted crystallization, 
albeit at substantially lower resolutions than 
crystallography. Though the overall strategy has 
not changed appreciably over the years, very recent 
technological advances in sample preparation, 
computation and especially instrumentation are 
now allowing researchers to use cryo-EM to solve 
near-atomic-resolution macromolecular structures. 

The first step: sample preparation
A cryo-EM experiment begins with a purified pro-
tein sample. The protein solution is applied to a spe-
cial sample grid consisting of tiny holes in a film 
(conventionally made of amorphous carbon) sup-
ported by a metal frame. Ideally the protein parti-
cles distribute evenly within the grid holes in a vari-
ety of orientations. The grid is then plunged into a 
cryogen such as liquid ethane, flash-freezing it and 
trapping the particles in a thin film of vitreous ice. 
In addition to capturing the protein structure at 
the moment of freezing, this process protects the 
sample to some degree from radiation damage and 
prevents evaporation of buffer in the high-vacuum 
conditions of a transmission electron microscope.

Researchers have explored various ways to 
improve sample preparation, including optimizing 
protocols for purifying fragile protein complexes, 
automating the preparation of sample grids and 
improving the grids themselves. Such seemingly 
incremental optimizations can together have a large 
impact on the success of a cryo-EM experiment.

From 2D images to 3D model
The moniker ‘single-particle’ cryo-EM comes from 
the fact that 2D electron micrographs are snapped of individual 
protein particles on the sample grid. Because very low elec-
tron doses must be used in order to avoid damaging radiation-
sensitive samples, such 2D projections are too noisy to allow 
structures to be resolved in atomic detail. The signals can be 
improved, however, by averaging of a large number of individual 
particles.

Particles are often frozen in random orientations on the sam-
ple grid, so averaging is not a straightforward process. This is 
beneficial, however, because many different 2D views of a pro-
tein are needed to reconstruct its 3D structure. Sophisticated 
image-processing methods are used to align the images and 
merge the data. Next, an initial 3D map is constructed. This map 

is iteratively refined and validated using dedicated 
software tools. Finally, the protein sequence is fitted 
into the 3D map to build a 3D model of the protein.

In the past, millions of individual particle images 
were required to solve a high-resolution structure. 
Now, however, the development of highly sensitive, 
direct-detection cameras is making it possible for 
structures to be solved from far fewer particle images, 
helping to save both time and precious samples while 
also  providing higher resolution. 

The dawn of direct detectors
In the early days of cryo-EM, the 2D particle images 
were recorded on photographic film. Film provided 
relatively high resolution but in practice was tedious 
to use. Many researchers in the field thus switched to 
charge-coupled device (CCD) cameras for the conve-
nience of a digital readout, but the resolution achiev-
able with such cameras was relatively poor.

The recent development and commercialization of 
direct-detection cameras have been major advances 
for cryo-EM. Whereas CCD cameras convert elec-
trons into photons in order to record images, direct 
detectors do just what their name suggests: they 
detect the electrons directly. This allows particle 
images to be collected with much greater sensitivity 
than with a CCD camera. 

Direct detectors are also fast, which allows images 
to be recorded in ‘movie’ mode. Exploiting this ability, 
researchers have devised methods to correct for the 
image blurring that occurs as a result of tiny electron 
beam–induced movements of samples during imag-
ing. This new mode of data collection has been key 
for obtaining near-atomic-resolution information.

Heterogeneity: a blessing and a curse
Whereas crystallization typically locks a protein 
into its most stable orientation, proteins in cryo-EM 
samples are free to move around until the moment of 

flash-freezing. Because cryo-EM is a single-particle technique, 
such conformational transitions can be captured and studied, 
and ultimately lead to deeper biological insights about protein 
function and mechanism.

However, such conformational heterogeneity can also 
make high-resolution 3D reconstruction a major challenge. 
Computational algorithms have come a long way in enabling 
heterogeneous data sets to be classified into structurally homo-
geneous subsets, but there is still much room for improvement.
Allison Doerr
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Single-particle cryo-electron microscopy
 A brief overview of how to solve a macromolecular structure using single-particle cryo-electron microscopy (cryo-EM).
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Fourier Transform

The Fourier Transform is a tool that breaks a waveform (a function or signal) into an
alternate representation, characterized by sine and cosines. The Fourier Transform shows
that any waveform can be re-written as the sum of sinusoidal functions.



2-D images to 3-D Reconstruction

2-D è 3-D

Frank, J. (2009). Single-particle reconstruction of biological macromolecules in 
electron microscopy--30 years. Q. Rev. Biophys. 42, 139–158

computationally combine multiple views 

8. The jump into the third dimension

The main difficulty in realizing 3D reconstruction of single particles is to obtain an initial reliable

assignment of angles to the particle images. The random–conical reconstruction method (Fig. 5a)

(Frank et al. 1978 ; Radermacher et al. 1987 ; Radermacher, 1988) achieved this initial assignment

by taking advantage of one or more preferential orientations of the particles on the grid and by

making use of an additional tilt of the whole field of particles. At once, the extensive book-

keeping required in this approach proved worth the investment, made in the years before, in the

Fig. 5. Random–conical reconstruction. (a) Principle of the random–conical data collection method. Two
images are taken of the same field of molecules. Only molecules are considered that present the same view
on the grid. Azimuthal angles are obtained by aligning the images of the untilted micrograph. Thus, with
both azimuth and tilt angles known, the Fourier transform of each projection can be properly placed into
the 3D Fourier reference frame of the molecule. From J. Frank (unpublished hand-drawing on overhead
transparency, 1979). (b–d) Density map of the 50S ribosomal subunit from E. coli, the first 3D recon-
struction using the random–conical data collection method. (a) Surface representation of intersubunit face ;
(b, c) higher-threshold solid model obtained by stacking of contoured slices, viewed from front and back.
The subunit was negatively stained with uranyl acetate and air-dried, which accounts for the partial flat-
tening. The ridge of the deep groove running horizontally, termed interface canyon, is created by the helix 69 of
23S rRNA, as later recognized when the X-ray structure of the large subunit was solved. Annotations refer
to morphological details ; for example, pocket ‘P2 ’ was suggested to be the peptidyl transferase center and
CP the central protuberance. Data reproduced from Radermacher et al. (1987).

148 J. Frank
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(Frank, Q Rev Biophysc, 2009)

1979 hand-drawing

General concept to generate 3-D images 
from 2-D images:

An electron micrograph shows what it 
looks like a sheet-like picture when the 
light sources penetrate the samples. This 
generate 2-D projections.

Taking a duck image as an example:
a. One takes pictures of the duck from 

various angles, where each picture is 
a 2-D projected image.

b. In order to mathematically combine all 
2-D information together, one needs to 
operate such combination using 
reciprocal information. Hence 
converting all 2-D images by FT.

c. Combination of all 2-D reciprocal 
information results a convoluted image 
in 3-D.

d. An inverted FT transforms the 
reciprocal image into a real 3-D image 
of a duck.



(Cheng et al, Cell, 2015)

Image film

Power spectrum
(Computed 
diffraction)

(motion correction)

What’s this?

A. Raw image data typically seen from a 
cryo-EM experiments. Protein particles 
are usually shown as the dark objects. 
This image shows particles of a 
proteasome complex.

B. However, often time, each particle 
looks “blurred”, largely because of 
image drifting during the picture 
taking, as well as the microscopic 
movement of protein molecules in 
the ice. ”Motion correction” is thus 
necessary to help enhance the image 
quality, i.e., making the images sharper.

C. We use power spectrum to evaluate the 
quality of an image. Power spectrum 
can be seen as a theoretical diffraction 
pattern of the image in A.

D. Corrected and sharpened images from 
A. As indicated in C, the corrected 
picture clearly reveals potential 
information that can be resolved as 
better as 3Å.



Computed Diffraction Pattern

F2(s) CTF2(s) Env2(s) + N2(s)

Structural Factor

Contrast Transfer Function

Envelope Function

Background Noise



CTF Assessment (Power Spectra)Power Spectrum è Image Quality
Good:
• Isotropic
• Thon rings at 

high resolution

Bad:
Thon rings only 
at low resolution

Bad:
Missing Thon 
rings at certain 
direction due to 
drift (can be 
corrected if 
movies are 
recorded)

Bad:
Elliptic Thon 
rings due to 
astigmatism 
(can be useful if 
properly 
processed)



Motion CorrectionMotion Correction

Brilot et al. JSB 177(3):630–637, 2012

• Stage drift
• Beam-induced sample motion

Zivanov et al. IUCrJ 6, 5–17 (2019)(Zivanov et al, IUCrJ, 2019)(Brilot et al, J Struct Biol, 2012)



Particle Selection & 2-D ClassesParticle Selection
Manual Automated 

(template/deep-learning)

• Locate the center positions of all particles (bias to over-picking)
• Only discard obviously �bad� particles: contamination, broken, overlapped, close-packed
• Micrograph could be: shrunk, low pass filtered, gradient removed, etc. to enhance contrast
• Image box size must be large enough and have enough padding around particles

Picking particles is the first step of cryo-EM image processing. It allows researchers to generate a library of 
various shape of 2-D projected images. In general, one can pick by naked eyes (left), but these days, for 
millions of such particle images, we use some computer algorithm to help pick particle images (right). 



Particle Selection & 2-D Classes2D Classification

• Remove bad particles
• Evaluate sample and image quality

• Manual selection of “good” classes
• Heterogenous states are still mixed

Based on the automated particle selection in the last slide, 50 2-D classes were generated. This process is called ”2-D classification”. 
It shows us what types of 2-D pictures are and whether the automated picking gives us redundant, useful, or useless 2-D images. In 
the case here, reading from left to right in rows, we see the first 16 classes look reasonable and can be used for further data 
processing. The rest 34 images either do not have sufficient information or simply garbage.



Initial Model & 3-D Classes

Random Conical Tilt Stochastic Gradient Descent

(Punjani et al, Nat Methods, 2017)

 

 
 

 
8 (16) 

Another challenge is to determine how the 2D 
classes are related to each other in 3D for a given 
structural sub-state. A general method to deter-
mine the relative 3D orientation from classes of 
2D projections of asymmetrical particles was 
presented by Frank and Michael Radermacher in 
1986-1987 (46,47). The method is called Random 
Conical Tilt; it is based on the general idea of 
obtaining 3D information from 2D projections 
presented earlier by Frank and colleagues (43), 
combined with the application of a tomographic 
conical tilt series, described by Radermacher 
(48) (Fig. 6). 

Frank developed many of the important mat-
hematical tools used for image analysis, which 
form the basis for single particle cryo-EM. He 
gathered them together in a suite of computer 
programs called SPIDER, making them readily 
available and useable for the scientific 
community (49,50). 

A sample-preparation method for cryo-EM 
As discussed above, cooling was expected to solve many of the complications that limited the use 
of electron microscopy for structural studies of biomolecules. Problems associated with 

formation of crystalline ice could, in 
principle, be overcome by cooling 
liquid water into a vitrified state.  

However, before 1980 whether bulk 
water could be transformed into a 
vitrified solid state was still 
controversial because theory predicted 
that the required cooling rate would be 
practically unattainable. The 
phenomenon had been demonstrated, 
but only for condensation of water 
vapour at cold metal surfaces (51,52).  

In 1980 the discussions were brought 
to an end with the demonstration that 
vitrified water could be formed by 

 

Fig. 6. Random conical reconstruction. (a) Randomly 
oriented particles; (b) projection of (a), tilted by 50q. The 
images in (b) form the conical tilt series, illustrated in (c) 
as a single particle that is randomly projected with all 
directions lying on the surface of a cone. Image from (47). 

 
Fig. 7 Plunger for freezing. A simple (a) and more elegant (b) 
freezing apparatus equipped for preparing thin vitrified layers of 
suspensions. Image from (55). 

(Radermacher et al, J Microsc, 1986)

From 2-D images to a 3-D model, there are generally two ways to construct the the initial model and refine the final model. Random 
conical tilt (left) uses the imaginary angles rendered by each different 2-D projections to rebuild the 3-D picture. Since 2010s, people 
also started to use machine learning (right) to generate initial model and refine the final models. 



Initial Model & 3-D Classes

(Scheres, Meth Enzymol, 2016)

Refinement

Initial low-resolution model

Initial high-resolution model

This makes people suspect that 
there are more shape changes (i.e., 
conformations) in this fuzzy area.

Voilà! There are many conformations.



Resolution Assessment

• Split particles into even and odd halves, reconstruct and 
compare models

• Early literature (<2005): differential phase residue

• Now: Fourier Shell Correlation (FSC)
• Easy to compute. Invariant to filtering/sharpening level
• Threshold? (0.5, 0.33, 0.14, 3s)
• Masking?
• Split data? When?

Resolution Evaluation
split particles into even and odd halves, 

reconstruct, compare models

• Differential Phase Residual (DPR, early literature 
<2000)

• Fourier Shell Correlation (FSC)
– Easy to compute. Invariant to filtering/sharpening level
– What threshold to use ? 

(0.5, 0.33, 0.14, 3s)
– What masking to use?
– When to split data?
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Similar concept to CC1/2
as discussed in X-ray 
crystallography.

Think like % error.



Resolution Assessment: example

(Cheng et al, Cell, 2015)

FSC = 0.143, Å-1 ~ 0.28, ~3.6 Å

FSC = 0.5, Å-1 ~ 0.26, ~3.8 Å

Difference criteria lead to different 
resolution estimates.



Model Validation:

• Average map value at atom positions
• Map-model Cross-correlation (in real space)
• Map-model FSC (in reciprocal space)
• EMRinger
• Q-score
• …

Molmap 2Å Molmap 3.5Å

(S2C2 Workshop, Stanford)



Model Validation: Model-Map Correlation Coefficient

• Typically referred as CC, map CC, map correlation or real-space correlation
A metric to show how well the model fits the map.
(Equivalent to R-factor for crystallography)

model-calculated and experimental density inside the mole-
cular envelope but not necessarily around atomic centers, as
peaks in low-resolution Fourier images do not necessarily
coincide with atomic positions. When CCmask is high but
CCvolume is low, the map may have been over-sharpened
overall or locally.

The values of CCmask and CCvolume may be surprisingly low
if the model obtained from analysis of sharpened maps is then
compared with the original map that contains accurate but
weak high-resolution features; this inspired the work of
Urzhumtsev et al. (2014).

When both CCmask and CCvolume are acceptably high, a low
value of CCpeaks indicates model incompleteness (i.e. the
presence of peaks in the experimental map that are not
explained in terms of the atomic model) or artifacts in the
region of the experimental map outside the model.

There are a multitude of methods and software to sharpen
or blur maps. Additionally, particular procedures may require
different map manipulations. For example, automated model
building may benefit from map blurring at some stages to
facilitate secondary-structure identification and placement in
the map. Further model building and refinement may require
map sharpening in order to locate, place and refine other
model details, such as side chains. Estimating map resolution
using FSC-based methods may require map masking, and
there are several methods and software packages that perform
this. While FSC-based measures are indeed insensitive to
scaling, they are sensitive to masking. With the current state of
the art, it is essentially impossible to track and reproduce all of
these possible manipulations that have been applied to a map.

With this in mind, we believe that the original maps should be
used to obtain statistics. Additionally, a set of statistics can also
be reported for whatever manipulated map was used in
obtaining the final deposited atomic model.

3.7. Model bias

Depending on the method used to determine an atomic
model, bias may be an issue. In crystallographic structure
determination, a model almost always feeds back into the
structure-determination process by providing valuable phase
information. Multiple methods have been developed to
identify and combat model bias (for example, Bhat & Cohen,
1984; Read, 1986; Brünger, 1992; Hodel et al., 1992). There-
fore, while model bias is a serious permanent and recognized
problem in crystallography, there are ways to mitigate it much
of the time, although these methods are increasingly chal-
lenged as the data resolution worsens.

In cryo-EM the situation is radically different. At present,
unless specific methods are used (Jakobi et al., 2017), there is
no point to the process where an atomic model is fed back into
the structure-determination process. Direct observation of a
real image in the microscope makes it possible to obtain the
phase information experimentally. Therefore, the map that is
used to build and refine a model is static, being derived
without ever ‘seeing’ an atomic model. Thus, the problem of
model bias is nonexistent in this sense. However, when
combining two-dimensional projections into a three-dimen-
sional image, a previously determined model may be used as
an initial reference structure; this may result in a map showing

research papers
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Table 2
Summary of map resolution estimates.

Metric Objects used Purpose Values Meaning, possible actions

dFSC Half-maps Highest resolution at which the
experimental data are confident

The higher the better Resolution determined using half-maps method

d99 Map Resolution cutoff beyond which Fourier
coefficients are negligibly small

d99 " dFSC Expected values
d99 < dFSC Verify dFSC; omit coefficients with d99 # d < dFSC

d99 >> dFSC Sharpen the map
dmodel Map and

model
Resolution cutoff at which the model map is

the most similar to the target map
dmodel " dFSC Expected values
dmodel < dFSC Verify dFSC; check ADP (too large?); validate map details
dmodel >> dFSC Sharpen the map
dmodel << d99 Check ADP (too large?)
dmodel >> d99 Check ADP (too small?); check the model

dFSC_model Map and
model

Resolution cutoff up to which the model
and map Fourier coefficients are similar

dFSC_model " dFSC Expected values
dFSC_model < dFSC Verify dFSC; omit coefficients with dFSC_model # d < dFSC

dFSC_model " dFSC Sharpen the map
dFSC_model >> dmodel Omit coefficients with dmodel # d < dFSC_model

dFSC_model << dmodel Sharpen the map

Table 3
Summary of map correlation coefficients used in this work.

Metric Region of the map used in calculation Purpose

CCbox Whole map Similarity of maps
CCmask Jiang & Brünger (1994) mask with a fixed radius Fit of the atomic centers
CCvolume Mask of points with the highest values in the model map Fit of the molecular envelope defined by the model map
CCpeaks Mask of points with the highest values in the model and in the

target maps
Fit of the strongest peaks in the model and target maps

CCvr_mask Same as CCmask but atomic radii are variable and function of
resolution, atom type and ADP

Fit of the atomic images in the given map

(Afonine et al, Acta Cryst D, 2018)



“Table 1” – data collection and refinement statistics



Pros and Cons (X-ray v.s. EM)
• Pros:

• Except MicroED/2D crystals, no need of crystallization
• Smaller demand of purified proteins than X-ray crystallography

• Cons:
• Molecular size:

• >200 kD (100-200 kD, pushing the limit)
• Resolution:

• Mostly 3-5 Å
• Overfitting

• Conformational variability (same issue for X-ray crystallography)
• Only a small number of functional states are solved.
• Preferred orientation (single particles in particular)

• Limited validation criteria



Suitable Samples for Cryo-EM

Saibil, Acta Cryst. 2000, D56:1215

(>200kDa)

Cryo-EM Friendly Samples



Challenges & Opportunities: Dynamic States
• Direct capture of macromolecular complexes from small volume cell culture 
• Determine atomic structure of all states (N>>1) in the mixture
• Order the states and elucidate the complete functional process

Only small number of discrete 
states are solvable now
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Conformational variability

One conformation per image; 
perfect and simple.

Still OK, if three 
conformational possibilities 
per image, then can still sort 
out the best possible one.

In reality, several 
conformations mix together 
for one image, making it hard 
to tell what specific 
conformation the image 
represents.



It’s all about S/N ratio (SNR).

2D crystals Cryo

Krios

DED

Large viruses

Protein complexes (discrete conformations)

Protein complexes (continuous conformations)
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• A minimal SNR is required to solve structures at near-atomic resolutions 
(4Å or better)

• The SNR threshold is different for different samples: lower for high-
symmetry and large mass structures; higher for low-symmetry and small 
structures

• The SNR threshold probably slowly decreases as better computational 
algorithms/software/computers become available

• The Cryo-EM “revolution” in recent years is the accumulative result of 
multiple technical advances, not just DEDs as frequently being stated

• Direct electron detectors serve as the last “leg” of a race to cross the 
finish line for sub-megadalton protein complexes with discrete 
conformations

• Current (2018) achievable SNR is still too low for protein complexes with 
continuously varying conformations

• New hardware breakthroughs are required to fill the remain gap of SNR: 
• “perfect” detector (is Richard’s detector ready?)
• Cc corrector (who has it or will install one?)
• ?

SNR and Cryo-EM “Revolution”

Cryo-EM “Resolution Revolution”: 
It is all about SNR

Resolution Revolution?

Started 40 years ago.

More to come.



Cryo-EM v.s. X-ray Crystallography
Friends and Rivals
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The FSC values at 5 Å of each single-frame 
3D reconstruction correlate well with the 
average motion speed (Fig. 3c).

3D reconstruction of an archaeal 20S proteasome
To obtain the best reconstruction of the T. acidophilum 20S pro-
teasome, we corrected beam-induced motions using 3 × 3 sub-
regions of 2,048 pixels × 2,048 pixels each and then refined the 
3D reconstruction using a frequency-limited refinement proce-
dure29 (Supplementary Fig. 6a and Online Methods). We further 
excluded the first two subframes (deteriorated by fast motion) 
and last ten subframes (deteriorated by radiation damage) from 
our calculation of the final 3D reconstruction. Our final 3D 
reconstruction had a nominal resolution of 3.3 Å (Fig. 3a) and 
was based on a total dose of ~17.5 electrons per Å2, although the 
full dose of 35 electrons per Å2 was used for particle refinement. 
This nominal resolution was confirmed by the gold-standard 
FSC29 (Supplementary Fig. 6b). This 3D reconstruction, its FSC 
curve and the rotational average of its Fourier power spectrum 
were noticeably better than those calculated from all subframes 
and using the entire subframe for motion correction (Fig. 3 and 
Supplementary Fig. 4c). Although the difference in amplitude 
between the red and blue curves (that is, reconstructions cal-
culated with uncorrected versus optimally corrected subframes; 
Fig. 3b) is not well represented by a single exponential falloff  
(B factor), the equivalent B-factor improvement ranges from 
~100 Å2 at a resolution of 10 Å to ~50 Å2 at 5 Å. In the 3D density 
map (Fig. 5a–c), the CA main chain can be traced unambigu-
ously, and most side chain densities are well resolved, validating 
the nominal resolution estimated from the FSC curve (Fig. 3a). 
The atomic structure including most of side chains of the 20S 
proteasome fits well into the final 3D density map, except for a 
small reverse turn loop of three residues in the B-subunit (Met22, 
Glu23 and Asn24). These residues have much higher temperature 
factors in the 3.4-Å crystal structure and can be remodeled to fit 
nicely into the density map (Supplementary Fig. 7). The overall 
quality of the cryo-EM 3D density map is similar to that of a 
3.4-Å 2Fo – Fc map from the crystal structure (Fig. 5d,e). The 
nominal resolution, as well as the overall quality of the density 
map, is similar to that of several recently obtained reconstruc-
tions of much larger icosahedral viruses having much higher 
internal symmetry2.

DISCUSSION
Here we show that the combination of a single-electron counting 
detector and a motion-correction algorithm make high-resolution 
structures obtainable by cryo-EM for smaller and lower-symmetry 
samples than had been previously possible. Our 3.3-Å structure 
of the T. acidophilum 20S proteasome (Fig. 5c) is comparable 
in resolution and map quality to the crystal structure (3.4 Å,  
Fig. 5e), strongly indicating the power of single-particle cryo-EM 
for detailed structural biology.

We showed that an electron-counting camera is superior to both 
photographic film and linear types of digital cameras. Its benefits 
derive from improved DQE at high resolution (demonstrated by 
the ~3-Å Thon rings; Fig. 2) and excellent DQE at low resolution 
(allowing small proteins to be imaged at the relatively low defo-
cuses favorable for high resolution). In this study, images of the 
20S proteasome showed excellent contrast even when recorded at 
a defocus of ~1 Mm at 300 kV (Supplementary Fig. 1). Obtaining 
such contrast in images recorded under similar conditions was 
impossible when using either photographic film27 or a scintilla-
tor-based CCD camera30.

The other critical advantage of an electron-counting camera 
is the combination of essentially noiseless imaging and a high-
output frame rate. Together these enable optimal collection and 
alignment of dose-fractionated data without the information 
loss inherent to any charge-accumulating camera. This not only 
provides a means for motion correction but also enables a better 
understanding and treatment of beam-induced motion, which is 
one of the most challenging physical problems in cryo-EM13–15. 
Without correction, the vast majority of images were deteriorated 
by beam-induced motions, and only a small fraction (~1%) could 
be characterized as close to perfect. Motion correction improved 
the quality of almost all images (Supplementary Fig. 3), and 
Thon rings from a large number of corrected images could be 
seen at close to 3 Å (Fig. 2), which is comparable to or better 
than the image quality of icosahedral virus samples recorded on 
photographic film2. Ideally, beam-induced motion should be cor-
rected at the individual particle level during refinement of the 3D 
reconstruction, as demonstrated recently21. However, even using 
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Figure 5 | Final 3D reconstruction of the  
T. acidophilum archaeal 20S proteasome.  
(a) 3D density map of 20S proteasome filtered 
to a resolution of 3.3 Å. (b) Two different views 
of asymmetrical A- and B-subunits segmented 
from the 3D density map in a. The main chain 
can be traced throughout the entire map.  
(c) Two A-helices segmented from the A- and  
B-subunits showing clear density for the 
majority of side chains. (d) Portion of the 
cryo-EM density map showing clear side-chain 
densities. The docked atomic structure was 
refined to fit the density map by a molecular 
dynamic flexible fitting procedure. (e) The 
same portion of a 2Fo – Fc map of 3.4-Å crystal 
structure calculated using the atomic structure 
(PDB: 1PMA).
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Supplementary Figure 7 Refitting the loop (Met22 ~ Asn24) from the crystal structure into our 
3.3 Å cryoEM density map.  

 

a. A short loop (Met22 ~ Asn24) in the β subunit from the crystal structure does not fit well into 
the final 3D density map, but is easily corrected. While not in a crystal contact, these residues do 
have much higher temperature factors in the 3.4 Å crystal structure than the average. b. We 
remodeled this loop to fit better into our 3.3 Å density map.   

Nature Methods: doi:10.1038/nmeth.2472

(Li et al, Nat Methods, 2012)


